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1. Contributions

During the phone conference, the discussion focused on topics that had been addressed in the following contributions to the MPEG and IETF meetings:

· Internet Draft by Guillemot, Christ, Wesner and Klemets  (draft-guillemot-genrtp-01.txt). "RTP Payload Format for MPEG-4 with Scaleable & Flexible Error Resiliency"

· [Reminder: An alternative proposal had been presented in the Internet Draft draft-ietf-avt-rtp-mpeg4-01.txt by Civanlar, Balabanian, Basso, Casner, Herpel and Perkins. This payload proposal is somewhat simpler than the  one proposed by Guillemot et al  and is therefore referred to as "the simple approach".]

· MPEG contribution M4709 by D.Curet "Degradation Priority and ES management" 

2. RTP Payload format for mpeg-4

Main issues addressed in the Guillemot draft that have been discussed are: 

2.1 Header repetition

· A header repetition mechanism is already implemented for video. 

· There are some video headers (e.g. at the sequence level, group of VOP level) which are not covered by the video header repetition mechanism. This should be fixed in order to make the header repetition defined in MPEG‑4 Visual meaningful for the purpose of error resilience.

· Question: do we need another header repetition mechanism in the payload format specification to fix this and other inadequacies of the MPEG‑4 standard or should it be fixed in the MPEG spec?
· In MPEG, we could consider an extension of the error resilience mechanism so as to allow the repetition of other headers (in addition to the video ones), similarly to what is done with the data carousel structure in BIFS. 
· Additional header repetition for audio has been claimed unnecessary, since they already repeat headers frequently enough.
2.2 
· 
· 
2.3 Degradation Priority

· MPEG-4 does not have a mechanism in which the compression layer informs the transport engine about the level of protection needed (i. e. a API kind of approach)

· Note: The QoS descriptor within the OD framework is intended for this functionality. However, the currently defined list of QoS qualifiers may not be sufficient.

· The degradation priority field in the SL packet header indicates a relative importance of the corresponding access unit. 

· This value was initially meant to be used in order to facilitate so-called computational graceful degradation within the receiver, and is associated to Access Units (AU). In his contribution to MPEG (M4709), D.Curet proposes to introduce the possibility of assigning a value of DegradationPriority to entities smaller than AU, namely SL packets. If added to Version 2, this would, however, hinder backward compatibility with version 1.

· DegradationPriority is in-band information from encoder to decoder. What is needed in our case is something visible on the delivery layer. Question: How do the two concepts of "loss in the decoder" and "loss in the network" match each other?

· Although the DegradationPriority is defined in MPEG-4 Systems, it has been seldom used  in few proprietary implementations 

· In particular, a set of values for DegradationPriority and the corresponding actions have not been defined yet. 

· Who should take care of defining the values of DegradationPriority and the associated actions? Is it a IETF task (since the payload proposal comes from an Internet draft), or should it be done by MPEG (since DegradationPriority is an element of the MPEG-4 standard?) 
· MPEG side would like to see this list of values provided by the authors of the payload proposal on the IETF side. (Note that this request corresponds to a previous request to define the list of values and associated semantics of the proposed "segmentType".)
· Another problem is that the information carried in DegradationPriority should be visible to the delivery layer, and therefore not "buried" in the payload.

· A solution would be to map -when the payload is created- the value of DegradationPriority to the TypeOfService associated to the  network, and remove it from the SL Packet header. The SLConfigDescriptor should then also be modified accordingly.

2.4 More about grouping


· The Internet Draft by Guillemot et al. presents a grouping mechanism, whose usefulness is intended to go beyond the error resilience aspects, e.g., may be used for grouping multiple small access units or for general multiplexing. It should be compared to RTP multiplexing proposals and FlexMux to evaluate its merits.
· FlexMux allows interleaving SL packets from different SL streams. Especially when operating in the MuxCode mode, the FlexMux overhead becomes very small, since multiple SL packets  may be grouped into one FlexMux packet. One or more FlexMux packets would then form the payload of an RTP packet.
· For low bitrate applications, when small AU are used, each AU  is mapped into one SL packet, and the SL packets can be in turn grouped by FlexMux.  FlexMux implies an overhead (max. 2 bytes per SL packet; less with MuxCode), which "makes some people nervous". However, it was observed that overhead when dealing with small access units is often an inevitable evil.

· An alternative to the use of FlexMux would be adopting a one-to-one mapping of one AU to one SL packet to one RTP packet and delegate to a generic RTP multiplexer (such as GeRM) the multiplexing task. 

· However, GeRM might not be particularly efficient, since it assumes that high correlation exists between consecutive RTP packet headers. MPEG-4 streams may well expose successive packets with loosely correlated timestamps and sequence numbers, so that the overhead of GeRM-multiplexed RTP packets would be significantly higher than for FlexMux-multiplexed SL packets. 
· It was observed that an encoder built to work in the Internet should not delegate the grouping issues to the transporter.

2.5 Conclusions

· It is important that -whatever approach is proposed- tests in the real Internet world are performed. 

· We should probably follow a "core-experiment" approach.
· Due to the large variety of applications, it is difficult to obtain results that can be considered of general value. Tests conducted e.g. on facial parameters might have scarce significance for video.

· It is wiser to start by adopting a solution that addresses a limited scenario. We can foresee that video+audio ES will be sufficient initially. 
· A relatively minor modification of the MPEG-4 syntax (extending the DegradationPriority to the SL level) is probably what we will need to address at least the simpler scenarios. It will not do any harm and will leave a door open also for future extensions.

· Editorial trick: adding this modification as a corrigendum to Version 1 (rather than introducing it only in version 2) will also avoid the problems of backward compatibility mentioned earlier.

· It was agreed to adopt initially the simpler scheme proposed in the Internet Draft by Civanlar et al. (draft-ietf-avt-rtp-mpeg4-01.txt).  However, should the need arise for more complex schemes, other solutions will be taken into account, and in any case we shall not completely dismiss the proposal of Guillemot et al..  Testing and implementation should continue in both directions.

· It was also observed that if we expect that at some time we'll need more complex schemes, it is preferable to have two separate implementations, rather than trying to have a single one that can be identified by e.g. a flag somewhere. 

· Having two payload formats (as it is already the case for MPEG-2) would not be a tragedy.

3. MPEG-4 over IP and over MPEG-2: Timing issues

3.1 Discussion

· We need a means to transport pre-multiplexed MPEG-4 streams that have strict timing constraints. We are looking for a way to transport FlexMux Streams over IP. Should we use RTP or directly UDP?

· Using RTP might create problems because of a possible misuse of the RTP Time Stamp. We need to define carefully what is the semantic that we attribute to the RTP Time Stamp. 

· In the case of MPEG-1/2, it is a Decoding Time Stamp (DTS).

· However, if we adopt the same semantic for MPEG-4, the use of GeRM might create problems. 

· The problem of loosing semantic of the time stamps if you do RTP multiplexing is still an open issue also on the IETF side.

· On the other hand, if we use UDP and not RTP at all, then we need a place to put this timing information. 

3.2 Conclusions

From the MPEG side, a clear description of the problem to be solved by a strictly timed multiplexed MPEG-4 stream would be helpful for the evaluation. From the IETF side, it would be helpful to know whether we have to consider GeRM at all for this scenario, given that the GeRM I‑D currently appears not to be followed up. Only then will it be possible to finalize this issue.
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